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The lack of representative stuttered speech data has largely limited the development of stuttering friendly Automatic Speech
Recognition (ASR) models. This work studies the first stuttered speech dataset in Mandarin Chinese, created by StammerTalk, a
grassroots community of Chinese-speaking people who stutter (PWS). Collected by people who stutter for people who stutter, the
dataset includes 50 hours of spontaneous conversations and voice commands from 72 speakers who stutter, capturing stuttered speech
with unprecedented scale, diversity, and authenticity. Using this dataset, we are able to benchmark and fine-tune popular ASR models
to better understand and mitigate their existing biases against stuttered speech. Our content analysis of the dataset highlights the
significant social stigma, overt discrimination, and mental health challenges experienced by PWS in China, exacerbated by the lack of
access to scientific knowledge and professional support for stuttering. This dataset not only contributes a critical technical resource
for inclusive ASR, but also facilitates self-advocacy and structural changes for PWS in China. By foregrounding lived experiences of
PWS in their own voices, we also hope to normalize speech disfluencies and cultivate deeper empathy within the AI community.
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1 INTRODUCTION

Trained and optimized for fluent speech, existing automatic speech recognition (ASR) systems performs poorly for
people who stutter (PWS): it often cuts them off from speaking and interprets the speech of PWS with a multitude
higher error rates than average [3, 21]. As ASR systems become a ubiquitous part of today’s communication ecosystem,
their inability to work with stuttered speech not only creates additional barriers for PWS to interact with popular
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2 Li and Wu

products and services like smart speakers, in-car navigation systems, and automatic phone menus, but also leads to
psychological harms and socioeconomic disadvantages [8, 23, 43, 45].

The lack of adequate stuttered speech data has been a key bottleneck in addressing ASR performance disparities [22,
26]. Existing stuttered speech datasets, such as FluencyBank [32] and LibriStutter [19], primarily focus on English speech
and are often limited in size, representativeness, and annotation consistency [22]. Recent efforts in collecting atypical
speech for inclusive ASR also face challenges in engaging and authentically representing the stuttering community [26].
Distinct from other speech etiologies such as Amyotrophic Lateral Sclerosis (ALS), stuttering is highly variable and
inherently social: the severity and patterns of stuttering can vary significantly across individuals, situations, and
conversation partners [9, 38]. Another major shortcoming of these datasets is their lack of unscripted conversational
data, which is crucial for use cases like auto captioning and conversational agents. Typically, conventional speech data
collection approaches, which record participants’ monologue responses to given prompts [2, 26, 28], work poorly at
capturing authentic, real-world stuttering patterns.

To fill these gaps, StammerTalk - a grassroots community of Chinese speaking people who stutter - self mobilized to
create the first and largest stuttered speech dataset in Mandarin Chinese [24]. Containing about 50 hours of Mandarin
speech with both spontaneous conversations and voice command dictations from 72 individuals who stutter, the
StammerTalk dataset offers unprecedented versatility and authenticity compared to existing stuttered speech datasets.
Through statistical and content analysis of the dataset, as well as the evaluation and fine tuning of state-of-the-art ASR
models using this data, our study shows the unique value of community-created stuttered speech datasets in capturing
the heterogeneity and variability of stuttering, highlighting its efficacy in uncovering fairness issues in existing ASR
models and raising awareness of the needs of PWS among designers and developers of ASR models. The content analysis
of the dataset highlights the significant social stigma, overt discrimination, mental health challenges, experienced by
PWS in China, and the lack of access to scientific knowledge of and professional support for stuttering. This dataset
holds significant social and educational value, serving as a platform for self-advocacy and public discourse on stuttering
in China, and cultivating deeper empathy within the AI community. Our work contributes to existing literature on ASR
fairness, inclusivity, and equity, advocating for open and respectful collaboration between the research community and
disability communities in the full cycle of speech AI design and development. Curating the dataset also exemplifies
justice and empowerment by placing the agency of PWS at the heart of its creation. By being curated by PWS, with
PWS, and for PWS, the process empowers the community to take ownership of the narratives and resources that shape
their representation in AI, challenging the traditional top-down approaches often seen in AI research.

2 RELATEDWORK

2.1 Stuttering

Stuttering is a neurodevelopmental condition that impacts PWS in behavioral, emotional, and cognitive aspects [4].
Besides speech struggles, PWS often develop adverse emotional and cognitive reactions of stuttering, such as fear,
guilt, shame, and self censorship. The emotional, and cognitive components of stuttering make it highly variable
and diverse [4, 9, 38]. Across individuals who stutter, a wide range of speech characteristics exist, from observable
speech disfluencies like word repetitions, to “masked” disfluencies such as word switching and circumlocution [9].
Even for the same speaker, their stuttering pattern and frequency can vary from complete fluency when speaking to
oneself alone, to severe disfluencies when speaking over the phone or to a group [38]. Such inherent irregularities in
stuttered speech make it particularly challenging when applying modeling techniques that rely on statistical methods
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and pattern recognitions – a dominant approach in modern ASR. As a result, today’s ASR systems have great difficulty
in understanding and interacting with users who stutter [3], showing as high as 50% WER for severely stuttered speech,
10 times the reported consumer average of 5% [21]. Our work contributes to a deeper understanding of AI FATE issues
for people who stutter, a population profoundly affected yet often overlooked by speech AI technologies.

Despite prevalent stigma [7] and discrimination [6, 8, 11, 15], the stuttering community has been actively pushing
back on ableist expectations of speech fluency and advocating for broader acceptance and respect of stuttered speech in
everyday communications [9, 10, 36]. While previous survey study showed PWS in China have more adverse experiences
related to stuttering compared to PWS in western or developed countries [25], the creation of StammerTalk dataset not
only contributes intimate, personal accounts of the lived experiences of stuttering in China, but also facilitates self
advocacy and structural changes for the Chinese stuttering community.

2.2 Inclusive ASR for Stuttering

Ableist assumptions about the syntax and temporality of human speech are prevalent in the design and development
of ASR. For example, endpointer models – a component of ASR that identifies the end of an utterance – frequently
truncate the speech input from PWS as these models have learned auditory features, including the duration of silence
between sounds, from fluent speech [21]. Similarly, ASR decoders tend to inject unrelated words in place of partial or
whole word repetitions [21, 29]. Recent technical explorations show promise in addressing these biases by fine-tuning
ASR decoders with disfluent speech [21, 29], adjusting endpointer thresholds [21], and model personalization [14, 40].
In parallel, research on stuttering event detection [1, 19] explores a two-step “detect and pass” approach to help ASR
models better process stuttered speech [34].

However, current solutions often require a relatively large amount of annotated personal speech data [14, 40], with
improvements limited to short phrases [14], prompted speech [14], pre-defined vocabularies and scenarios [21, 29, 40],
and speech with reduced articulations (e.g. speech by patients with ALS, CP, or Pakinson’s Disease) [14, 40]. The
question remains regarding their generalizability to everyday interactions with ASR systems by PWS “in the wild”.

Even when ASR systems do manage to transcribe stuttered speech, the resultant transcriptions often remove
disfluencies like filler words, inevitably reinforcing the ableist construct of stuttering as “errors” and “undesirable” [36]
and denying the opportunity for PWS to have their speech transcribed authentically [24].

Overall, there is still a significant gap in speech technology accessibility for PWS. Our work aims to address it by
auditing popular ASR models using stuttered speech across diverse scenarios and speaker profiles.

2.3 Stuttered Speech Datasets

To address the lack of diverse speech data for inclusive and robust ASR models [27, 29, 48], there have been several
industry initiatives to collect diverse speech samples across languages [2], accents [2, 28], and speech disabilities [26, 42].
However, despite these efforts, high-quality stuttered speech data remain scarce in the public domain.

Considered highly sensitive personal data, stuttered speech collected and annotated by companies is often inac-
cessible to the broader research community [21, 26, 29, 34, 48]. Datasets collected by academic researchers, such
as FluencyBank [32] and UCLASS[16], were limited in sizes and annotation consistency, primarily used for speech
therapy [22]. Open and scalable datasets, such as SEP-28k [22] and LibriStutter[19], also have various shortcomings in
terms of annotation completeness, representativeness, and authenticity. Collected from public podcasts by people who
stutter, SEP-28k consists of 28K 3-second audio clips labeled with only stuttering events (i.e. whether the clip contains
prolongation, sound repetition, etc.) but lacks text transcriptions [22]. While LibriStutter does provide transcriptions, it
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contains no real speech from PWS but synthetic stuttering utterances (e.g. repetitions, prolongations, interjections)
injected into audio books read by fluent speakers [19]. By introducing StammerTalk dataset, the first and largest corpus
of stuttered speech in Mandarin Chinese, our work advances efforts to represent stuttered speech and its community in
AI, and underscores the importance of community-driven data collection to authentically capture stuttering’s diversity
and amplify the community’s voice in AI development.

3 METHOD

The dataset was created by StammerTalk (口吃说) community1, an online, grassroots community of Chinese speaking
people who stutter. Speech data collection was conducted by two StammerTalk volunteers, who also stutter, with
participants who stutter over videoconferencing platforms. The recorded speech contains both unscripted conversations
between the volunteer and the participant, and the dictation of a list of 200 voice commands by the participant. 70 adults
who stutter (AWS) participated in the recording with two StammerTalk volunteers, resulting in a dataset of 50 hours
speech from 72 AWS. The recorded speech was transcribed semantically and verbatim, with five distinct stuttering
event annotations ( [] - Word-level repetition, /r - sound repetition, /b - blocks, /p - prolongation, /i - interjection)
embedded in markups. Obtaining verbatim transcription that includes word repetitions (e.g. “My, my, my name”) and
interjections (e.g. “hmm”) was a deliberate choice made by the StammerTalk community, to allow disfluencies respected
and preserved by ASR models rather than being automatically removed. The annotation was performed by professional
speech data annotators, and reviewed by a StammerTalk volunteer. More details about the data collection and annotation
process can be found in previous work [24].

To understand the characteristics and quality of the StammerTalk dataset, we perform both quantitative and qualitative
analysis on its technical and social properties.

3.1 Quantitative analysis

We first conduct descriptive analysis of the StammerTalk dataset, comparing its scale and speech diversity with existing
stuttered speech datasets. We also benchmark the performance of prominent ASR models with our dataset to measure
and diagnose ASR biases towards stuttered speech. Lastly, we explore ASR model fine tuning using the StammerTalk
dataset and demonstrate the value of data diversity in improving the fairness of foundational models.

3.1.1 Descriptive analysis. Stuttering is not a monolith. The frequency and types of stuttering can vary significantly
across individuals and situations - a common source of insecurity and frustration for PWS [38]. While existing stuttered
speech datasets often suffer from limited scale and coverage of the heterogeneity within stuttering [21], we measure
the scale and speech diversity of the StammerTalk dataset in terms of speakers, speaking tasks, stuttering frequency
and severity, and speech variability among and within speakers.

3.1.2 Benchmarking. To understand ASR’s ability to transcribe and respect speech disfluencies, we audit two state-of-
the-art ASR services – Whisper (large-v3)2 and wav2vec2.0 (large-chinese-zh-cn)3 – with two types of ground truth
transcriptions: 1) a semantic transcription with word repetitions and interjections excluded; 2) a literal transcription
with the stuttered utterances kept verbatim. We remove all stuttering event markups in both cases.

1https://www.stammertalk.net/
2https://github.com/openai/whisper
3A fine-tuned version of wav2vec2.0 optimized for Mandarin speech, see https://huggingface.co/wbbbbb/wav2vec2-large-chinese-zh-cn
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Our Collective Voices 5

We calculate the character error rate (CER), a metric commonly used to measure the ASR performance in Mandarin
Chinese, using both semantic and literal transcriptions as references. CER measures the errors in model generated
transcriptions at the character level, including substitutions (SUB), insertions (INS), and deletions (DEL).

3.1.3 Model fine tuning. To further evaluate the technical value of the StammerTalk dataset, we fine-tuned the LoRA
adapter for the Whisper-v2-large model [46] on the StammerTalk Conversation dataset using literal transcriptions as
references. The dataset was divided into a train/dev/test split, ensuring a balanced representation of mild, moderate,
and severe stuttering levels in each subset. Specifically, 65% of the dataset was allocated for training, 10% for dev, and
25% for testing. This split strategy ensured robust evaluation of the model’s performance across all severity levels.

Fine-tuning was performed with a training objective to minimize the character-level transcription error, focusing on
preserving stuttered speech patterns such as word repetitions and interjections. The model was fine-tuned using 3
epochs, with early stopping applied based on the validation loss to avoid overfitting. Training hyperparameters included
a learning rate of 1e-3, batch size of 16, and the AdamW optimizer.

The fine-tuned model’s performance was evaluated on the held-out test set using the same character error rate (CER)
metrics as in the benchmarking task. The CER was further analyzed by severity level (mild, moderate, severe) to assess
how well the fine-tuned model handles varying degrees of disfluencies compared to the baseline Whisper model.

3.2 Qualitative analysis

The StammerTalk dataset is unique as it contains of 70 spontaneous conversations between two people who stutter [24].
While the conversations were unscripted, most of them naturally converged on shared experiences and personal stories
around stuttering [24], making the StammerTalk dataset the first public archive of lived experiences of PWS in China
to the best of our knowledge. To unpack the collective narratives captured in the StammerTalk dataset, we used an
inductive open-coding analysis approach [33] to conduct the content analysis of recorded conversations. Our qualitative
analysis consists of the following steps:

(1) First, the first two authors and the last author independently reviewed the transcripts of the first five participants
and generated initial codes by adding comments directly to the documents. For example, we had comments
"Feeling ashamed after stuttering during meetings" to describe emotional feelings after stuttering.

(2) The three researchers then met to read through and discuss the transcripts together. Through this discussion,
they refined their initial comments into a set of agreed-upon codes, organized these codes into broader categories,
and developed a preliminary coding scheme. For example, codes like "Stuttering is from imitation", "Stuttering
can be cured"were grouped under the category "Misconception of stuttering".

(3) The first author then thoroughly reviewed the remaining transcripts multiple times, applying codes as comments
and continuously refining the coding scheme through an iterative process. See coding scheme in appendix C.

(4) In subsequent research meetings, the team collaboratively identified key thematic insights emerging from the
categorized codes and synthesized these insights for reporting.

4 FINDINGS

4.1 Descriptive Statistics

Our descriptive analysis of the StammerTalk dataset highlights its scale and data diversity, illustrating its unique quality
to represent stuttered speech for ASR.
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Table 1. Dataset scale and scope as characterized by speech duration (Duration), the number and types of speakers
(Speakers), whether it provides speech transcription (Transcription), types of speaking tasks (Tasks), and Language.

Dataset Duration Speakers Transcription Tasks Language

FluencyBank* [32] 3.5 hrs 32 AWS Yes conversation, reading article English
LibriStutter [20] 20 hrs 50 non-PWS Yes** audiobook English
UCLASS* [16] 53 mins 25 CWS Yes conversation English
SEP-28k [22] 23 hrs*** not reported No podcast English
StammerTalk 50 hrs 72 AWS Yes (verbatim) conversation, voice commands Chinese
* Limited to the transcribed portion of the dataset.
** Stuttered utterances are masked in the transcription as “STUTTER”.
*** Split into 28K 3-second clips.
Abbreviations: AWS - adults who stutter; CWS - children who stutter.

4.1.1 Scale and Scope. We measure the scale and scope of the StammerTalk dataset in terms of speakers, speech
duration, stuttering events, and speech content. Key statistics for these aspects are provided in Table 1, along with
existing datasets for comparison.

Speakers and Duration. A total duration of 50-hours speech data were included in StammerTalk dataset from 72
speakers. Excluding the two StammerTalk volunteers, most participants (64 out of 70) are from mainland, China. 34%
(24) of the participants are female, much higher than the reported 20% or less among adults who stutter. Each participant
contributed on average 33.0 minutes of conversational speech (min=17.2, max=49.9, SD=7.32), with an average of
17.8 minutes (min=7.14, max=34.93, SD=5.6) and an average of 15.23 minutes (min=6.45, max=27.6, SD=5.23) of voice
command dictation. Many participants found speaking with another PWS both rare and pleasant [12, 24], thus spent
more time on the conversations.

Stuttering Events. A total of 28,310 stuttering events were annotated in the StammerTalk dataset. Table 2 compares
the frequency and distribution of annotated stuttering events in the StammerTalk dataset with existing stuttered speech
datasets with stuttering event annotation, highlighting the quantity and diversity of stuttering events captured in the
StammerTalk data. We also compute the Average Stuttering Rate by dividing the total count of stuttering events by the
duration of the speech, and find that conversational speech in the StammerTalk dataset exhibits approximately 25%
more stuttered utterances compared to the stuttering podcast (SEP-28k) and synthetic stuttered speech (LibriStutter).

Table 2 also shows Event Type Distribution, the percentage of each stuttering type among all annotated stuttering
events. We note that a direct comparison between the Sep-28k and StammerTalk datasets may not provide the full
picture, as StammerTalk’s event annotation is performed at the character level, which offers greater granularity than

Table 2. Overall frequency and distribution of annotated stuttering events.

Avg. Stuttering Rate Total Stuttering Events Event Type Distribution
(per minute) [] /b /p /r /i

LibriStutter [19] 12.5* 15,000* 20% 20% 20% 20% 20%
SEP-28k [22] 12.26 17,267 16% 19% 16% 14% 35%
StammerTalk: Conversation 15.83 19,674 42% 6% 18% 9% 25%
StammerTalk: Dictation 8.10 8,636 53% 8% 17% 16% 6%
* Stuttered utterances were synthetically generated.
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the clip-level annotation in Sep-28k. However, we do observe a significant shift towards more word and phrases
repetitions and less sound repetitions in the StammerTalk dataset, signaling potential phonological differences between
stuttering in Chinese and in English. Meanwhile, we notice that SEP-28k dataset contains 40% more interjections
than in StammerTalk Conversations, which could be attributed to different definitions of interjections in these two
datasets: while SEP-28k considers any filler words - such as “um,” “uh,” and “you know” - as stuttering interjections,
StammerTalk’s annotation excludes natural interjections that blend into the speech flow.

Stuttering Transcription. The StammerTalk dataset contains both voice command dictation and unscripted conver-
sations in Chinese. Excluding stuttering event annotations, the verbatim text transcription of StammerTalk dataset
contains 425K Chinese characters (274K for conversations, 171K for voice command dictation).

To summarize, the StammerTalk dataset surpasses existing datasets in its duration, speakers, and stuttering frequency. It
contains 20 times more transcribed speech data from people who stutter than what is available today (i.e. FluencyBank),
and a multiplied number of speakers who stutter. Additionally, it provides both stuttering event annotations and
verbatim transcriptions, enabling versatile applications across a wide range of technical domains. Unlike podcasts or
audio books, the StammerTalk dataset contains unscripted conversations and voice command dictations that closely
resembles real-world speech product use cases, such as meeting transcriptions and speech-operated devices.

4.1.2 Speech Diversity. Contrasting to previous stuttered speech datasets [19, 22], the StammerTalk dataset captures
a wide spectrum of stuttering frequency and patterns across PWS in different scenarios, providing a much more
comprehensive representation of the variability and heterogeneity of stuttered speech for speech AI.

Stuttering frequency. While all participants self-identified as people who stutter, their frequency of stuttering varies
greatly. To quantify individual stuttering frequency, we calculate disfluency rate, as defined in [13, 21], by dividing the
total number of stuttering events over the total transcribed non-stuttering character count for each speaker. Following
conventional approaches [13, 21], we categorize speakers into three groups based on their disfluency rates, corresponding
to mild (0-5%), moderate (6-20%), and severe (over 20%) stuttering. As illustrated in Fig. 4 (in Appendix A), while the
participants stutter more in Conversations (mean=9.2%) than in Command Dictation (mean=7.1%), the stuttering
frequency varies more in Command Dictation (std=0.15) than in Conversation (std=0.08). As a result, the grouping of
speakers varies across two tasks: for Conversation, 20, 44, and 6 speakers are categorized as mild, moderate, and severe
stuttering, respectively, whereas for Dictation, the numbers are 46, 18, and 6.

The variation in disfluency rates across different tasks and speakers highlights the dynamic and situated nature of
stuttering: its severity varies not just across individuals but also within the same individual. For some, reading is much
easier than conversations; whereas for others, reading could be extremely challenging (100% disfluency rate).

Stuttering patterns. PWS often stutter differently: some speak with more repetitions, some frequently block, while
some stutter covertly [9, 38]. Fig 1 shows the breakdowns of annotated stuttering events, for all 70 participants,
highlighting the variation with their stuttering patterns. It also illustrates the change in stuttering patterns for the same
speaker with different tasks: participants often have relatively more interjections in conversations, but show increased
sound repetitions when dictating commands.
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Fig. 1. Breakdowns of five annotated stuttering events for 70 participants

4.2 Benchmarking Results

The benchmarking results with Whisper model are shown in Fig. 2. We notice that it performs reasonably well with
semantic transcriptions of mildly stuttered speech, achieving a CER of 10.74% for unscripted conversation (Fig. 2a).
However, CER increases with stuttering severity, reaching 13.46% for the moderately and 19.46% for the severely
stuttered speech. These CERs are both higher than the reported performance for the general population, namely, 12.8%
on the Common Voice 15 dataset and 7.7% on the FLEURS dataset4.

Comparing Fig. 2a with Fig. 2b, we find a sharp increase in deletion errors (DEL) when referencing on literal
transcriptions. Further inspection of the results shows that Whisper has difficulties in generating disfluent literal
transcriptions, often “smoothening” its transcriptions by removing repeated words or phrases. We provide examples of
this behavior in Table 3 in Appendix B. As presented in Fig. 2c and Fig. 2d, we find that CERs are higher for Dictation
tasks compared to Conversation, potentially due to its reliance on language model to “guess” correct transcription
using the semantic context, which is more limited for voice commands. The wav2vec model, in contrast, performs 1.5
to 2 times worse than Whisper, and produces a lot more substitution mistakes. Manual inspection finds that wav2vec
model often substitutes a character with its homophones, undervaluing the semantic context. More detailed results for
wav2vec model can be found in Appendix B.

4.3 Fine Tuning ASR Models with StammerTalk Dataset

The results of fine-tuning Whisper with the literal transcriptions of StammerTalk Conversation are presented in Fig 3.
We observe substantial improvements in transcription accuracy across all severity levels of stuttering compared to
the baseline model. For mildly stuttered speech, the fine-tuned model achieves a CER reduction from 16.34% (baseline
model) to 5.8%, closing Whisper’s performance gap between stuttered and fluent speech [31]. Similarly, for moderately
and severely stuttered speech, the CER drops from 21.72% to 9.03% and from 49.24% to 20.46%, respectively. Our results
illustrate the effectiveness of fine-tuning in improving ASR accuracy for stuttered speech across all severity levels.

4https://github.com/openai/whisper?tab=readme-ov-file
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Fig. 2. Character error rate (CER), substitution (SUB), insertion (INS) and deletion (DEL) error rates for Whisper evaluated
on StammerTalk Conversation and Dictation.

We want to call out the significant reduction in deletion errors (DEL) after fine-tuning. As shown in Fig 3, the
DEL rate drops from 26.56% to 2.29% for severely stuttered speech, and from 15.77% to 1.27% for moderately stuttered
speech. Consistent with our benchmarking results, the baseline Whisper-large-v2 model often smoothens its output by
omitting repeated words or phrases. This behavior, while generating more fluent transcript, leads to higher deletion
error (DEL) rates when evaluated against verbatim transcriptions. We find the fine-tuned model more inclusive of
speech disfluencies: it is more likely to preserve disfluencies rather than erasing them from the generated transcript.

Overall, fine-tuning Whisper with the StammerTalk dataset helps the model better recognize and preserve speech
disfluencies and significantly improves its transcription accuracy with stuttered speech. Our results demonstrate both
the importance and the effectiveness of model fine-tuning with StammerTalk dataset in addressing ASR’s fluency biases.

4.4 Qualitative Findings: Lived Experience of Stuttering in China

Our qualitative analysis find that, the conversations between the participant and the interviewer, although unscripted,
have often centered on stuttering and the lived experiences of PWS. This aligns with stuttering’s socially isolating
nature [5, 41] and having a one-on-one conversation with another PWS was reported as among a key motivator
for joining the study [24]. We report qualitative findings that focus on the lived experience of stuttering in China.
Participants’ quotes were translated into English and lightly edited for readability.

4.4.1 Prevalent social stigma and psychological impact. While stuttering is known to lead to negative emotional and
cognitive reactions in PWS, the prevalence of social stigma towards stuttering, as its associated strong psychological
impact, stands out in our data. All participants report experiencing some form of systematic discrimination and stigma
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Fig. 3. Character error rate (CER), substitution (SUB), insertion (INS) and deletion (DEL) error rates for baseline and
fine-tuned Whisper-large-v2 on StammerTalk Conversation.

towards stuttering at home, school, or workplace environments, which significantly impacted their social interactions
and overall well-being. Nearly a third of the participants bring up the experience of being bullyed by peers during
childhood due to their stutter, which led to lasting psychological trauma, social anxiety, feelings of inferiority, avoidance
behaviors, and depression. For example, P20 shared,

"I was afraid of speaking in front of many people. I was also scared of being called on by the teacher to answer

questions in class. Sometimes, when I got very nervous, I couldn’t speak at all. My classmates would laugh at

me, making my childhood feel quite oppressive."

The psychological toll of stuttering was so severe in P27’s case that she developed self-harm to punish herself for speech
difficulties during childhood,

"When I was a child, every time I got stuck or stumbled while speaking, or when I repeated words, I would

severely punish myself. One way I punished myself as a child was by keeping my fingernails very long. If I

couldn’t speak properly, I would clench my fists, and my fingernails would dig into my skin."

Several participants report a lack of understanding and acceptance of their stuttering by family members, which
further undermines their psychological well-being. P69 reports her experience of depression and anxiety because of
stuttering combined with misunderstandings from her parents.

"My parents are really very stubborn and not open-minded...I developed depression and anxiety because of my

stuttering, but I had no way to tell them about it...and then I took a leave of absence from school. Gradually,

my stuttering caused serious emotional problems, which also affected my physical health. I became extremely

anxious and developed some psychosomatic symptoms."

For a few participants who report neutral or positive experiences with stuttering, they often attribute their experiences
to the acceptance attitude. As P26 reflects the acceptance mindset has minimalized the stuttering impact of stuttering
on her life, "What helped me the most was a shift in my mindset. I began to realize that although stuttering does have some

impact on my daily life, as long as I handle it properly, its impact on me is actually very small. So now my attitude toward

it is to accept it in a healthy way. "

4.4.2 Workplace and professional discrimination. Although the stigma is prevalent, many participants highlight the
tension between stuttering and the competitive employment environment in China today. As noted by P12,
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"If I weren’t working, I would feel that my stuttering isn’t particularly severe and that I can adjust it in time.

However, in today’s society, there are very high demands on a person’s overall abilities and competitiveness.

If you want to be competent in certain positions, it’s important to avoid having any weaknesses. Having a

stutter does impact me personally and can also make it difficult to perform well in certain roles."

Career choices are greatly affected by stuttering, pushingmany participants into careers withminimal verbal interactions.
P30 shares "I feel quite anxious (about my stuttering) so ... I don’t dare to choose a job that requires a lot of speaking.

That’s why I’m currently doing research work." While occupational risks and labor discrimination for PWS were also
reported in the US [15], they were much more overt and socially accepted in China, according to the StammerTalk
dataset participants. In particular, having a stutter could disqualify someone for professional fields such as teaching and
healthcare, as PWS are assumed to not able to meet the verbal communication demands. P27 noted she was discouraged
from becoming a medical doctor because "In the handbook for college applications, it stated that people who stutter are

prohibited from applying for clinical majors".
While stuttering is highly dynamic and variable across individuals and situations, environmental stressors - such as

time pressure and listeners’ reaction - are reported to lead to more severe stuttering [38]. Overall, participants report
fewer stuttering episodes when communicating with familiar individuals or in intimate settings but greater struggles
during presentations, interviews, or interactions with strangers - situations common in the workplace. Stuttering is
thus often viewed by employers, and internalized by our participants, as a failure and a sign of incompetence at work.
P25 explained, "in a competitive environment, I don’t want to fall far behind my peers. If my supervisor knows that I have a

stutter, they might not offer me important opportunities."

Prevalent workplace discrimination of stuttering, combined with the lack of structural protection from labor unions
or employment laws, drives our participants to spend significant efforts to “fix” their stutter or at least “pass” as fluent.
For example, despite the discouragement from the college application handbook, P27 applied for medical school – while
hiding her stutter – to “help others with similar hardship” and eventually became a physician. Although she was well
appreciated by her patients for her skills and patience, she still felt constant pressure to speak fluently and would
sometimes took sleeping pills or drank alcohol to reduce stuttering.

4.4.3 Coping mechanism. In response to the stigma and discrimination towards stuttering, participants develop various
coping mechanisms, predominantly focused on concealing their stutter, fluency shaping techniques, and avoidance.
Avoidance strategies include avoiding certain words or sounds and substituting challenging vocabulary, avoiding
speaking situations and relationships. Some participants report avoiding communication as a strategy to manage
the fear or reality of stuttering, which may lead to increased feelings of loneliness and isolation. For example, P51
intentionally refrains from joining conversations with colleagues,

"In the office, I rarely initiate conversations with others. Sometimes, even when I’m interested in what they’re

talking about, I avoid joining in just to prevent stuttering. To some extent, it feels a bit suppressive, but I can

accept it because staying silent feels better than stuttering. In a way, it’s like closing myself off."

Although around one-third of the participants have sought "professional" help to manage stuttering, including attending
online and in-person stuttering correction programs, seeing pediatrician, stomatologist (mostly during childhood), or
other medical professionals, only a few have visited professionally trained speech language pathologists (SLPs). Some
participants share that they have attended various speech programs claiming to cure stuttering but gained little or no
improvement in speech fluency afterwards. For example, P28 expressed her disappointment,
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"I have attended a stuttering correction class but the experience was very disappointing. Not only did it fail

to make my speech more fluent, but it also increased my frustration with myself. The class promoted the

idea that if you don’t speak fluently, it’s entirely your fault — you’re not using the methods correctly or not

practicing breathing properly."

These programs are often expensive yet not effective, so some participants seek resources online, reading books about
stuttering or joining stuttering support groups instead. Participants express that these resources are most helpful in
improving their acceptance towards stuttering:"I started participating in in-person stuttering support groups, and by

hearing other people who stutter share their experiences, I was slowly able to accept my stuttering. Even if others outside

couldn’t accept it, I felt that my mindset had changed." (P16)

In contrast to the documented benefits of self-disclosure [47], more than half of the participants report they often
avoid disclosing their stuttering. Participants fear that disclosing their stuttering could lead to misunderstandings
or negative interpersonal and professional consequences. P4 describes the discomfort and the interpersonal risks of
disclosing stuttering, "I’m afraid that if I disclose my stuttering to my friends, they might leave me or dislike me."

4.4.4 Misconceptions about stuttering. We observed a general lack of scientific understanding about stuttering in our
data, even within the stuttering community in China. Such deficit of knowledge perpetuates harmful stereotypes and
increases social and self stigma. One common misconception is that many people think they acquired their stuttering
from imitating stuttered speech during childhood. Similarly, some PWS also worry that their children might develop a
stutter by imitating them, which causes them significant psychological stress, P47 expressed,

"I might unintentionally influence my child, because young children naturally imitate their parents. I feel that

my stuttering not only affects me but could also impact my children’s future, including their job interviews,

career opportunities, and even their romantic relationships."

Participants also report a prevalent view that verbal fluency reflects cognitive competence, which is often used to
justify social exclusion, discrimination, and limited opportunities for people who stutter. P8 shared, "Most people have a

misunderstanding about stuttering: they assume that people who stutter also have low intelligence."

Some participants report that their stuttering has been treated as a physical abnormality rather than a complex
neurological and psychological condition. As P34 mentioned "My parents thought that my speech issue was due to a

physiological condition. So they took me to have surgery to shorten my tongue frenulum, but it didn’t improve my stuttering."

The lack of scientific understanding of the causes and nature of stuttering could lead to unrealistic expectations for
PWS to speak fluently and harsh criticism towards them for not trying hard enough. As P56 shared,

"My parents would criticize me harshly about my speech if I didn’t speak well. They would say that I must

speak properly and that if I couldn’t, it would be difficult for me to find a good job in the future...For as long

as I can remember, whenever I didn’t speak well, they would always criticize me."

Despite widespread misconceptions, StammerTalk data collectors – both of whom resided outside China and received
more comprehensive stuttering therapy and professional support – frequently shared information with participants on
various aspects of stuttering, including its cause, techniques to improve fluency, and available resources for management.
Thus, the data collection process also served as an educational opportunity for PWS to learn about stuttering and reflect
on their personal experiences. For instance, P31 commended the interviewer for sharing the benefits of self-disclosure,
"I gained a lot from your sharing. I might take further steps to actively disclose my stuttering."
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4.4.5 Speech AI adoption and challenges. Participants report utilizing a range of ASR products for specific use cases in
their daily lives. For example, WeChat Voice Messages is commonly used for sending text messages via voice input
and converting received voice messages into text. Xiaomi "Xiao Ai" serves purposes such as smart home controls
and engaging in casual conversations. iFlytek is primarily used for speech-to-text conversion and daily transcription
tasks. Car Navigation Tools enable participants to set destinations and issue navigation commands using voice input.
Interestingly, one data collector reflected that some participants reported feeling more comfortable using ASR compared
to speaking with real person as they believe ASR would neither judge their speeches nor react differently to their
stuttering. Similarly, one participant use ASR to improve fluency and build confidence "I use that app to practice my

speech, such as for the Mandarin proficiency test. On one hand, I do this to desensitize myself, and on the other hand, I feel I

need to live up to my job as a teacher." (P3)

Despite the potential benefits, PWS face unique challenges with ASR products, including recognition errors, time-
limited input difficulties, and heightened self-consciousness [21]. Despite these issues, ASR is widely used in China due
to its advantages, such as simplifying Chinese typing and improving efficiency. However, usability barriers hinder PWS
from leveraging these tools effectively, placing them at a disadvantage in technology use.

5 DISCUSSION

5.1 Technical value of StammerTalk dataset in addressing ASR fluency biases

Representing the disability community adequately and authentically in AI data has been a prominent challenge in AI
fairness and accessibility [30, 44]. This challenge is even more pronounced for stuttering, an “invisible” disability that
is highly variable, social, and situational. Created by a grassroots stuttering community for AI use, the StammerTalk
dataset surpasses existing stuttered speech datasets in its scale, scope, and speech diversity, opening the door for a wide
range of technical explorations and interventions for ASR biases.

Although prior research has established stark disparities in ASR model’s performance with stuttered versus fluent
speech [3, 21, 29], the unprecedented size and diversity of stuttered speech in the StammerTalk dataset will allow deeper
understanding of ASR failures across different types of stuttering, stutterers, and speaking contexts. For example, the
divergent stuttering patterns captured in unscripted conversation and voice command dictation tasks can inform ASR
models about the importance of situational context in understanding stuttered speech, using features exacted from
the StammerTalk dataset as a starting point. Also, as previous study on ASR performance with aphasia speech found
increased frequency of model hallucination over utterances containing long pauses [17] - a symptom shared by both
aphasia and stuttering, targeted analysis on ASR results for different types of stuttering utterances could lead to new
insights on common ASR mistakes as well as potential mitigation strategies. Inspecting the types of mistakes made
by different ASR models also shed light on the underlying mechanisms within the otherwise blackboxed models that
drive their discriminatory behaviors. For example, our results suggest the reliance on language model and semantic
context by OpenAI’s Whisper model constrains its ability to recognize and transcribe stuttered utterances, while the
over-indexing of acoustic features by Meta’s wav2vec model could lead to increased homophone errors in its transcript.

Furthermore, the rigorous verbatim transcription, annotated with specific stuttering events, enables ASR systems to
recognize and transcribe stuttered utterances as they are, which not only provides a more accurate transcription but
also normalizes stuttering in human communications - an attitude clinically proven to benefit people who stutter in the
long term [35]. While conventional approach for ASR evaluation routinely remove disfluencies - such as the filler words
- from both ground truth and model generated transcript to make it easier to align and compare the reference with
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the inference [18], the verbatim transcriptions provided in the StammerTalk dataset allows us to better measure and
address fluency biases in ASR models. For example, our audit of the Whisper model using the literal transcript reveals
its tendency to artificially “smooth out” stuttered speech in the transcriptions and exposes its embedded ableist biases
against speech disfluencies. We also show that such biases can be partially addressed by fine tuning ASR models using
the StammerTalk dataset. Compared to the off-the-shelf Whisper model, the fine-tuned model produces more accurate
transcriptions of stuttered speech transcriptions with consistent reductions in general and all sub-types of mistakes.

5.2 Social and educational values of collective stuttered voices in Chinese

The StammerTalk dataset also offers unique social and educational values. While speech interfaces and ASR-mediated
interactions have been increasingly adopted for convenience, accessibility, and cost-efficiency, the lack of inclusion of
users with diverse speech patterns in the research and development of these systems could lead to new accessibility
barriers and psychological harms [3, 21, 43]. The StammerTalk dataset can informHCI researchers about the diversity and
variability of speech input, contributing new user personas and design considerations for inclusive speech technologies.

As the only stuttered speech corpus in a non-Western language to our knowledge, the StammerTalk dataset also fills
in an important language gap for stuttered speech and opens doors to quantify the linguistic and cultural differences
in stuttering between Chinese and other, mostly Eurocentric, languages. Besides, compared to plain text transcripts,
the audio format of the personal experiences told by PWS in China creates an intimate channel for self advocacy
and empathy building. Listening to personal stories—particularly those highlighting systemic discrimination and
psychological struggles- told in stuttered voices —can provide speech AI researchers and designers with a deeper
understanding of the goals and needs of PWS, as well as greater awareness of their own fluency biases. On the other
hand, for many participants, it was the first time they were able to speak about their stutter and have their stuttered
voices heard by the public. As one of the first public discourses about stuttering experiences in China, the dataset
provides a platform for collective actions, claiming the much needed space for stuttering in Chinese society.

The dataset also enhances understanding of the social context around stuttering in China, which is essential for
creating socially aware and inclusive products. For instance, while products aimed at masking of stuttering have been
increasingly rejected by the stuttering community in the US [23, 39, 45], such solutions may appeal to participants in
China, where stuttering carries significant personal and professional risks but lacks support infrastructure. Building
socially aware products could introduce an ethical dilemma between addressing pressing harms and maintaining
fundamental values such as justice and authenticity [37].

5.3 Limitation and future work

Despite the unprecedented scale of the StammerTalk dataset, our work still has several limitations. First, our focus on
Chinese stuttered speech restricts its applicability to other languages. Future work could replicate the StammerTalk
data collection model across additional languages and dialects, further expanding the diversity and scale of stuttered
speech datasets. Additionally, while prior research demonstrates the promise of fine-tuning general ASR models with
small amounts of stuttered speech [21, 29], future work could explore how the StammerTalk dataset can advance this
direction further. Second, our process focuses on the curation of the dataset but managing the StammerTalk dataset
requires significant effort. Although the community intends to open-source their data for scientific and technological
advancements, future work should help the community navigate complex legal and technical systems to identify suitable
infrastructure for collective ownership, personal data protection, and cross-border data regulations. Finally, while
the StammerTalk dataset highlights the trade-offs between technical and social values, future work should explore
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strategies to achieve balance. For instance, there may be tensions between selecting topics that resonate deeply with
the community and ensuring the diversity of vocabulary required for technical advancements in data collection.

6 CONCLUSION

This work tackles the performance disparity in modern ASR systems for stuttered speech by introducing a community-
created, large-scale stuttered speech corpus in Chinese, and demonstrating its effectiveness in benchmarking and
diagnosing state-of-the-art ASRmodels for stuttered speech. Our quantitative and qualitative analysis of the StammerTalk
dataset demonstrates the scope and diversity of stuttered utterances it captured, highlighting its unique technical, social
and educational value for authentically representing the stuttering community in ASR data.
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A ADDITIONAL DESCRIPTIVE STATISTICS OF STAMMERTALK DATASET
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(a) Individual disfluency rates in StammerTalk Conversation
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(b) Individual disfluency rates in StammerTalk Dictation

Fig. 4. Disfluency rates of all 70 participants in Conversation and Dictation tasks, sorted from low to high, and categorized
into mild (0-5%), moderate (5-20%), and severe (20%+) stuttering groups.
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(c) Semantic transcription on Dictation
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(d) Literal transcription on Dictation

Fig. 5. Character error rate (CER), substitution (SUB), insertion (INS) and deletion (DEL) error rates for fine-tuned
Wav2Vec 2.0 evaluated on StammerTalk Conversation and Dictation

Manuscript submitted to ACM



Our Collective Voices 19

Table 3. Whisper model "smooths" the transcriptions by removing words with low semantic value, as indicated by the
underlined characters.

Reference Whisper model output

就在那个继续深造的也有 就在继续深造的也有
嗯我觉得深圳他到处他都是花钱的地方就是吃喝玩乐他肯定是 我觉得深圳到处都是花田的地方吃喝玩乐肯定是

Table 4. Three examples of utterances from a severe PWS, characterized by frequent word repetitions. The wav2Vec
model produced homophone substitutions, as indicated by the underlined characters.

Annotation Wav2Vec model output

当[当当当]时我上/b[上]去的时候 当当档单舍瓦上上去的时候
我/b现[现现现]就[就]挺自/r卑[卑]的 我先线先千就就点自杯给的
呃/i进[进]行那个自[自]我介[介]绍，呃/i 而仅仅进行了个自自我界介绍和儿
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C CODING SCHEME

Category Subcategory Codes

1. Stuttering Experi-
ences

1.1 Personal Experiences Fear, anxiety; Tension, feeling out of control; Emotional responses
after stuttering (e.g., embarrassment, frustration); Mental health
problems (e.g., depression, anxiety disorder)

1.2 Social Experiences Negative reactions from others (e.g., mockery, making fun of,
distrust); Discrimination or prejudice; Positive experience: Sup-
portive social interactions

1.3 Misconceptions of Stutter-
ing

Stuttering is from imitation; Stuttering can be cured; Stuttering
is because of nervousness; “If you speak slowly, you wouldn’t
stutter”

1.4 Attitudes Toward Stutter-
ing

Acceptance; Not accepting and wanting to cure

2. Coping Mechanisms 2.1 Strategies for Managing
Stuttering

Avoidance behaviors (e.g., avoiding certain words, speaking situa-
tions, professions, relationships); Speech therapy techniques (e.g.,
fluency shaping, deep breath); Speech therapy program; Existing
resources (e.g., books, online); Seeking help from SLP

2.2 Emotional Coping Internal dialogues (e.g., self-reassurance, self-acceptance); Seeking
support from family and friends; Seeking support from online
communities; Seeking support from mental health professionals

3. Self-Disclosure 3.1 Levels of Disclosure Public disclosure; Disclosure to family and close friends; Disclo-
sure to co-workers or in professional settings; No explicit self-
disclosure (assume others are aware)

3.2 Barriers to Self-Disclosure Fear of stigma; Previous negative experiences (e.g., dismissal, de-
nial of stuttering)

3.3 Challenges After Disclo-
sure

Misguided advice; Negative reactions (e.g., mockery, denial); Social
and professional consequences

4. Occupational Distri-
bution and Challenges

4.1 Occupation Coding by type (e.g., teacher, doctor, customer service)

4.2 Work-Related Challenges Communication-intensive roles (e.g., teaching, public speaking);
Impact on career progression or job opportunities

4.3 Urban vs. Cosmopolitan vs.
Overseas Experiences

Coding by area if any
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Category Subcategory Codes

5. ASR Products and Us-
age

5.1 Product Usage Frequency of use (e.g., daily, occasionally); Frequent use at home
or in solo settings; Avoidance in public or group settings; Purpose:
Speech-to-text, Control smart home devices, Accent reduction,
Fluency shaping

5.2 Challenges Recognition issues: inaccurate recognition of the stuttered speech;
Premature cancellation of input if there are delays; Error-prone
results requiring manual corrections

5.3 Social Dynamics Hesitation or avoidance of ASR in front of others; Preference for
using ASR in private

6. Dynamic Nature of
Stuttering

6.1 Variability Over Time Changes in stuttering severity across life stages; Impact of specific
situations (e.g., stress, public speaking)

6.2 Contextual Factors Variations in stuttering based on the audience or setting; External
triggers or mitigators (e.g., pressure, comfort levels)
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